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Abstract

As control devices are becoming smaller, more etisttive, and more reliable, opportunities are ramailable to instrument a
structure with large number of control devices. tWilensely installed sensing and control devicealability of control
systems will be hindered by their dependence otraiéed control strategies. This paper presenime-delayed decentralized
‘H, output feedback controller design for large-sdakedback structural control. In a decentralizedtd system, control
decisions can be made based upon data acquiredromysensors located in the vicinity of a conttelice. The decentralized
'H, controller design is achieved through homotopangformation. Linear matrix inequality (LMI) coraihts are ensured in
the homotopic search, so that th& control criteria are satisfied. The proposed dfgm is validated through numerical
simulations with a five-story example structure.erfBrmance of the proposeH, controller design is compared with a
decentralizedH,, controller design, as well as with a time-delagedentralized controller design that is based upenlinear
quadratic regulator (LQR) criteria.

Introduction

Utilizing a network of sensors, controllers and tcoihdevices, feedback control systems can potigntia
mitigate excessive dynamic responses of a structuigected to strong dynamic loads, such as
earthquakes or typhoons (Housmeral. 1997). As control devices are becoming smallesrencost
effective and reliable, opportunities are now ala# to instrument a structure with large humber of
control devices (Spencer and Nagarajaiah 2003).th \énsely installed sensing and control devices,
scalability of control systems will be hindered their dependence on centralized control strategies,
where a central controller is responsible for adggidata and making control decisions. To mitigat
some of the difficulties with centralized feedbaxntrol systems, decentralized control strategieshe
explored (Sandebt al. 1978; Siljak 1991). In a decentralized contrateyn, distributed controllers can
be designed to make control decisions using onighterhood sensor data, and to command control
devices only in the vicinity area.

Some early research on decentralized structurdraldiocused on applications in cable-stayed brsdge

A majority of the studies treated the interactidreween subsystems or substructures as unknown
disturbances; therefore, individual decentralizedtiollers aim to improve local control performarzsel
cannot take global optimality into consideratiora@&t al. 2000; Luoet al. 2002; Volzet al. 1994).
With the focus shifted to building control, LynchdaLaw (2002; 2004) proposed market-based structura
control strategies that model a structural corgggtem as a competitive market. Following rules of
free market, distributed sellers and buyers rebeloptimal allocation of limited control energy. awg

et al. (2007) described a decentralized static outpedifack control strategy that is based upon thadine
guadratic regulator (LQR) criteria. Sparsity shapeastraints upon the gain matrices are employed to
represent decentralized feedback patterns; iteratvadient searching is adopted for computing
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decentralized gain matrices that optimize the abqterformance over the entire structure. By divid

a large structure into multiple substructures, Latd Chang (2008) conducted analytical study of
decentralized control approaches that apply lige@dratic Gaussian method to individual substrestur
In addition, Lu, Loh, Yang and Lin (2008) studidu tperformance of fully decentralized sliding mode
control algorithms; the algorithms require only #teoke velocity and displacement of a control devd
make the control decision for the device. Fordtmal systems that are instrumented with collatate
rate sensors and actuators, Hiramoto and Grigerié2id08) explored decentralized static feedback
controller design in continuous-time domain. Maezently, Swartz and Lynch (2009) presented a
partially decentralized linear quadratic regulatoamtrol scheme that employs redundant state estima
as a means of minimizing the need for the commuioic@f data between sensors.

The authors’ have previously explored time-delagedentralizedH,, controller design (Wang 2010;

Wang et al. 2009). The decentralized controller design emplayhomotopy method that gradually
transforms a centralized controller into multiplecdntralized controllers. Linear matrix inequality
constraints are included in the homotopic transédiom to ensure optimal control performance. The
approach adapts the homotopy method described aiy &tal. (2001), where the method was originally

developed for designing decentralizédd,, controllers in continuous-time domain.  Homotopy
approaches for decentralized,, control in continuous-time domain have also beeplaged by
Mehendale and Grigoriadis (2008).

This paper presents a time-delayed decentralizadtstal control strategy that aims to minimize #ig

norm of the closed-loop system. Centralizédcontroller design for structural control has begrdied

by many researchers, through both laboratory exparis and numerical simulations (Ankireddi and
Yang 1999; Dykeet al. 1996; Johnsost al. 1998; Spencett al. 1994; Yanget al. 2003). Their studies

have shown the effectiveness of centraliZéd control for civil structures. In contrast, thisger
focuses on the time-delayed decentralizédcontroller design. The paper first presents itaitlex
homotopy algorithm for computing decentralized controllers. A numerical example is provided to
illustrate the performance of the time-delayed de&edized H, control algorithm. In addition, the

results from thé+, control design are compared to the decentraltZzgédind LQR controller designs and
to assess the relative merits of the three timayeel decentralized controller designs.

Problem Formulation

The detailed description for the time-delayed d&adimed control problem has been presented by Wang
(2010). For completeness, the following brieflymsnarizes the formulation. For a structural model

with n degrees-of-freedom (DOF) and instrumented wmijtlcontrol devices, the structural system and a
system describing time-delay and sensor noiseteffatbe cascaded into following open-loop system:

x[k+1] = Ax[k] + B,w[K] + B,u[K]
z[k] = Cx[K] + D,w[K] + D, u[K] (1)
y[Kk] =Cx[K] + D, w[k]+D,u[K]

The system inputv = [w,'  w,']'0OR™" contains both the external excitation and the sensor noise
w,, u OR™*denotes the control force vectai]R™* is the open-loop state vector, which contains the
state vector of the structural systexgil]R*™*, and the state vector of the time-delay and sensise
systemxpOR™ . For a lumped mass structural model witfloors, the state vector of the structure
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dynamics,xs, consists of the relative displacemeantand relative velocityd (with respect to the
ground) for each floor, i = 1, ..n.

Xs=[n & G ¢ ... O G,]1" ()

The matricesAOR™ ™ | B;OR™ ™ andB,0R"™™ are, respectively, the discrete-time dynamics,
excitation influence, and control influence matsice The vectorOR™" represents the response output

(to be controlled using the feedback loop), aMtR™" represents the time-delayed and noisy sensor
measurement vector. Correspondingly, the mati@e®,;, andD,, are termed the output parameter
matrices, and the matric€, D,;, andD,, are the measurement parameter matrices. In Egtirtle
delay of one sampling peridsll is assumed for the sensor measurement signad{eego computational
and/or communication latency). The formulationtloé time-delay system can easily be extended to
model multiple time delay steps, as well as diffétéme delays for different sensors. Furthermthe,
formulation can also represent fully decentralizedtrol architecture, as well as information ovepiag

in a partially decentralized control architecturé®etailed description about the formulation carfdaend

in Wang (2010).

Figure 1 summarizes the multiple components of dlesed-loop control system. As shown in the
figure, the open-loop system formulated in Eqg. ¢bntains the structural system and the system
describing time delay, noise, and possible sigapeating. Output of the structural system, i.asse
measurement, is an input to the time-delay systeffor the overall open-loop system, the inputs idelu
the excitationw,[k], the sensor noiseg,[k], and the control forceg[k]; outputs of the open-loop system
include the structural responggk] and the feedback signajgk]. To complete the feedback control
loop, the controller system takes the sigylil as input and outputs the desired (optimal) cdrforce
vectoru[K] according to the following state-space equations:

{Xe[k +1] = Agxo [K] + Boy[K] 3)

u[k] =Cexs[K] + Dgy[K]
where Ag, Bg, Cg and Dg are the parametric matrices of the controller & domputed and, for
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Figure 1. Diagram of the closed-loop control system.
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convenience, are often collectively denoted byrarotler matrixGLI R as:
A, B
CG DG

In this study, we assume the controller and thendpep system have the same number of state vasabl
i.e. A, OR™™ and:

Ng = NoL (5)

Decentralized Discrete-time H, Controller Design

For decentralized control design, the feedbackatgyjk] and the control forces[K] are divided intaN
groups. For determining each group of controléoanly one group of corresponding feedback signals
is needed. To achieve this decentralized feedpattkern, the controller matrices can be speciftelde
block diagonal:

Ag =diag(Ag Ag, v+ Ag, ) (6a)
B, =diag(B,, .Bq, "B, ) (6b)
C, =diag(Cg .Cq, .+ C, ) (6¢)
D, =diag(Dg ,Dg, g, ) (6d)
TheN(;f)ntroI system in Eq. (3) is thus equivalerd &et of uncoupled decentralized controlgré =1, 11,
G {’2 . } @
& g

Each controlleiG; requires only one group of feedback signals tereine the desired (optimal) control
forces for one group of control devices:

(8)

{XG [k+1]=Ag X [K] +Bgy;[K]
u; [k] =Cq xg [k] + Dg y; [K]

Assuming that th®,, matrix in the open-loop system in Eq. (1) is aozexatrix, following notations are
defined:
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A 0 |B, |0 B,
,~& él |§,2 0 OnG 0 I 0
?1 I?11 D, |=1C O Dy, |0 Dy, 9)
C, | Dy 0o | e 0

_C2 0 D,, |

Zero submatrices with unspecified dimensions shdwdde compatible dimensions with neighboring
submatrices. Using the definitions above, theatddsop system can be formulated by concatenating

the open-loop system in Eq. (1) with the controdlgstem in Eq. (3):

Xe [K+1] = Ag Xe [K] +Be W[K]
{ 2[K] = C Xe [K] + Do WK] (10)
where
A, =A+B,GC, (11a)
B, =B,+B,GD,, (11b)
Cy =C,+D,GC, (11c)
D, =D,,+D,GD,, (11d)

andG is as defined in Eq. (4). Note that the inputhte closed-loop systemigk], which contains the
external excitatiorws[k] and sensor noises,[k], while the output is same as the structural ougpki
defined in Eq. (1). Using Z-transform (Frankéinal. 1998), the dynamics of a discrete-time system can

be represented by the transfer functibg(z) OC™ from disturbancev to outputz as:

sz (Z) = CCL (ZI _ACL )_1 BCL + DCL (12)

The objective of H, control is to minimize theH,-norm of the closed-loop discrete-time system, Whic
in the frequency domain is defined as:

o, =5 ] Tracd H, (€7 M, (7 e (13

where w represents angular frequenayy = 77/AT is the Nyquist frequency, j is the imaginary unit,
H, isthe complex conjugate transposeldf, , and Trace[ } denotes the trace of a square matrix.

w

It has been well established that tft¢ -norm of the closed-loop system in Eq. (10) is ks a positive

numbery; if, and only if, there exist symmetric positivefidde matricesP andR such that the following
inequalities holds (Masubuchi al. 1998; Paganini and Feron 2000):
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P PA, PB.

= P 0 |>0 (14a)
* * I
R CCL DCL
* P 0 |>0 (14b)
* * I
TracgR) <y (14c)

where * denotes a symmetric entry; “> 0” means that matrix at the left side of the inequality is
positive definite.

Substituting the definitions in Eqg. (11) into thedtlside of Egs. (14a) and (14b), the matrix vdddh is
now defined as a function & andP, and the matrix variable, as a function o6, P, andR:

F(G.P)=|* (15a)

*

P P(A+B,GC,) P(B,+BGD,)
P 0
* |

R 61+D].2Géz D:I.:I.-i-f)lpD 21
F,(G,P,R)=| * P 0 (15b)
x |

*

In summary, the closed-looft,-norm is less thawif there exist symmetric positive definite matrides
andR such that

Fi(G,P) > 0,F,(G, P,R) >0, and TracgR) < y (16)

For a decentralized control solution, thé,-norm criteria |H,,|,<y is satisfied if a decentralized

controller matrixG (with parametric structures illustrated in Eq.)j1®@ogether with symmetric positive
definite matrice$® andR, can be found so that the three inequalities in(EG) are satisfied. Because
both G and P are unknown variables, the problem has a bilimeatrix inequality (BMI) constraint
(VanAntwerp and Braatz 2000) as specified in E§).(1

When there is no sparsity requirement on maBijxefficient algorithms and solvers are available fo
computing an ordinary controller matri®c that minimizes the closed-looft,-norm (Chiang and

Safonov 1998; Doylet al. 1989):

~ A, Be.
o %]
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In general, AGC, BGC, CGC, and DGC are full matrices that represent centralized imi@tion

feedback. When sparsity patterns (such as blaaedial forms) in the controller parametric matrices
are specified to achieve decentralized informatieadback, off-the-shelf algorithms or numerical
packages for solving the optimization problem wBi| constraints are not available (Gehal. 1994;
VanAntwerp and Braatz 2000). A heuristic homotomethod for designing continuous-time
decentralized H,, controllers, which was described by Zha al. (2001), is adapted for the

discrete-time H, controller design in this study. Starting witlcentralized controller, the homotopy

method gradually transforms the controller into ecehtralized one. The algorithm searches for a
decentralized controller along the following honmtaath:

G=(1-1)G, +4G,,0s1<1 (18)

whereA gradually increases from 0 to 1G¢ represents the initial centralized controller tartswith and
Gp represents the desired decentralized controliér thie sparsity pattern shown in Eq. (10). Fartalt
number ofM steps assigned for the homotopy path, the incrermepecified as:

Ak:%ﬂ,kzo,l,...M (19)

At every stegk along the homotopy path, the two matrix variatiigsandP are held constant one at a
time, so that only one of them needs to be solvezheh time. In this way, the BMI constraint in.Eq
(15) degenerates into a linear matrix inequalitii{Lconstraint. For convenience, matrix variablés
andV, are defined based on Egs. (15a) and (15b):

V,(Gp.P.A)=F,(G,P)=F,((1-1)G. +1G, P) (20a)
V,(G,,P,A,R)=F,(G,P.R)=F,((1-1)G. + 4G, P R) (20b)

Note that the centralized controll&. is initially solved using conventional methods arainains
constant during the homotopy search. At the baggnof every homotopy search, an upper bound for
the closed-loopH,-norm,i.e. y; is specified. Whefsp is held constant, a ne®matrix (together with

a newR matrix) can be computed for the next homotopy ,steyer the LMI constraints; on the other
hand, wherP is held constant, a ne@p matrix (together with a ne®R matrix) is computed under the
LMI constraints. If a homotopy search faijds increased by certain relaxation factor andwa search

is conducted. The overall algorithm can be desdrids follows:

[i] Compute a centralized controll&: and the minimum closed-looft,-norm j¢ using existing
robust control solvers (Chiang and Safonov 1998;I®et al. 1989); sety — J¢ , and set an upper
limit (e for y; e.g. 16)e.

[ii] Initialize M, the total number of homotopy steps, to be a pesitumber, e.g.22and set an upper

limit (Mmay for M, e.g. 2% Setk — 0,4y — 0, andGp, — 0; compute a feasible solution By
andR under following LMI constraints:

V(G0 Pyidg) >0, V,(GpoPyiAe,R) >0, and TracgR) <y (21)
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[iii] Setk « k+1, andi, « k/IM ; computeGp andR under following LMI constraints:
Vi(Gp.PA)>0, V,(G,,P,ALR)>0, and TracgR) <y (22)

If the solution is not feasible, go to Step [iv]lf the solution is feasible, s&p, —~ Gp, and
computeP andR under LMI constraints:

Vl(GDk-Pa/]k) >0, V, (GDk ,P,/]k.R) >0, and Trace(R) <y (23)

If the solution is feasible, sBt — P, and go to Step [v]; if not, go to Step [vi].

[iv] ComputeP andR under LMI constraints:
Vy(Go, P4 )>0, V,(G,_.P.A.R)>0, and TracdR) <y (24)

If the solution is not feasible, go to Step [villf it is feasible, seP, — P and comput&p andR
under the LMI constraints:

V,(Gy.P A ) >0, V,(Gy,P.ALR)>0, and TracgR) <y (25)

If the solution is feasible, s&px -« Gp and go to Step [v]; if not, go to Step [vi].

[v] If k <M, go to Step [iii]. Ifk is equal toM, Gp is the solution of the decentralized control
problem, and the search ends here.

[vi] SetM ~ 2M under the constraint! < My, and restart the searching from Step [ii]. Mf
reaches beyonMmn., sety — sy (s, is a relaxation factor that is greater than onejeu the
constraint y < Jyax and restart from Step [ii]. Iy exceedsymay it is concluded that the
computation doesn’t converge.

A decentralized controller is found whkemeached/ at step [v]. The controller has the property that
closed-loop H,-norm is less thary. It should be pointed out that since the homotopsthod is

heuristic in nature, non-convergence in the contmurtaloes not imply that the decentralizéd, control
problem has no solution.

Numerical Example

This section first illustrates procedures of theeafdralized H, controller design using a five-story

example structure. Simulations are conducted tootstrate the performance of different decentrdlize
and centralized feedback architectures. Performanfcthe H, controllers is compared with the

performance of time-delayed controllers that arsebdaon H, control criteria or linear quadratic
regulator (LQR) criteria.
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Formulation of the five-story example structure

A five-story model similar to the Kajima-Shizuokauiling is employed (Kurat&t al. 1999). The
five-story building is modeled as an in-plane luhmeass structure with control devices allocated
between every two neighboring floors. Details abthe simulation model can be found in Wang
(2010), where the formulation of the discrete-tistauctural control system is described as well. In
short, the system output matricés,, Dy;, and Dy, in Eq. (1), are defined so that the output vector
contains both structural response and control ieffor

— Zl
zZ= {Zz} (26)

where sub-vectorz, contains entries related to the inter-story daffponse at all stories, and sub-vector
z, contains entries related to control forces. Tdiative weighting between the structural respomske a

the control effort is reflected by the magnitudettod output matrices. With regard to feedback @ens
data, it is assumed that inter-story drifts an@eiiles can be measured.

Controller design with different feedback control architectures

As illustrated in Figure 2, different control feedtt architectures are designed for different degode
centralization (DC), which denote the number ofghbpring floors that constitute a communication
subnet and share their sensor data. In each feledehitecture, one or more communication subnets
exist, with each communication subnet (as denotedhannels Chl, Ch2, etc.) covering a limited
number of stories. The controllers covered bylkmstiare allowed to access the sensor data wkihin t
subnet. For DC5, one subnet covers all five flposhich results in a centralized information
architecture. Figure 2 also demonstrates the stovgrage of each (de)centralized controller, sagh

G,, G, , etc, for every control architecture. All contd#vices in one story should be commanded by
the controller covering this story, which guarasté®at a control device can only be commanded lgy on
controller. For stories that belong to multipleedapping subnets (such as in cases DC2, DC3, and
DC4), each controller at these stories should hemmmunication access to data within all the
overlapping subnets. For example, for case DC8fratter G, obtains data from sensors at the 1

and the 2 story through communication subnet Chl, as welldatga at the '3 story through
communication subnet Ch2.

Table 1 lists the dimensions of the all (de)ceitea controllers for each control architecture. r Ease
DC1, each decentralized controller takes two feekllsignals as inpui.€. inter-story drift and velocity

at the story covered by the controller), and owple desired control force at this story. Forghdially
decentralized case DC2, the input for each coetraibntains sensor data that are obtained through

DC1 DC2 DC3 DC4 DC5
o F5 chs o F5 | o F5 | - F5;
L el ¢ »Ch4a L i
G Chas L. O chaidsl G o ch24
G ] +cn3 Gu Al Gu Ch2+ H Gy il
Gy Ch2-:§- Gn Cm r Ch2 Gy ' g"cm E’Ch1
G, > Chf1 G, i G, i G,

Figure 2. Communication subnet partitioning for different degrees of centralization (DC)
applied to the five-story simulation model.
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multiple communication subnets. For example, adleir G, in case DC2 has access to inter-story

drift and velocity data from the®12™ and 3 stories, which lead to six input variables. Thenber of
input variables for other control architectures bandetermined in a similar fashion. In additidaple
1 shows that all five control architectures have ghme total number of state variabless= 20, which is
equal to the number of state variables of the dpep systemng. (as described in Eq. (5)). All five
control architectures also have the same total eummboutput variables, which correspond to thetrabn
forces at the five stories.

Table 1 Dimensions of the (de)centralized dynamic controllers for each control
architecture

DC1 DC2 DC3 DC4 DC5
C':‘I GII GIII GIV GV GI GII GIII GIV GV GI GII GIII GIV GV GI GII GIII GI
mput| 2 2 2 2 2] 4 6 6 6 4 6 8 10 8 { 8 10 R 10
State| 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 4 12 0
Outpuf 1 1 1 1 1) 1 1 1 1 13 1 1 1 1 1 3 b

A sampling period of 5 ms is first used for all dentralized feedback architectures; this implies the
feedback time delay is also set as 5 ms. Tablestd the open-loopH,-norm |H,,|, of the

uncontrolled structure, as well as the closed-ldgp-norms using different control architectures. The

H,-norm of the uncontrolled structure is computed fgglecting the control force and sensor
measurement in the formulation. With 5ms of tinedagt existing in the feedback loop, all controllers
show stable performance and achieve smatgrnorm than the uncontrolled case. Among the céntro
cases, the centralized controller (case DC5) aeBieminimum closed-loogH,-norm (which means

“best” control performance), which is because da€®& has the most complete sensor data available for
the control decisions for all five control devicedn general, the higher the degree of centrabrais,

the smaller|H,, |, becomes; although the exception is that casesda@3C4 have larger closed-loop
H,-norms than case DC2. Such irregularity can béated to the non-convexity nature of the optimal

decentralized control problem, and the fact thatlitbmotopy transformation algorithm is heuristicl an
cannot guarantee global optimum.

Table 2 “H,-norms of controlled (with 5ms feedback time delay) and uncontrolled

structures
Uncontrolled DC1 DC2| DC3] DC4 DC5 (centralized)
H ., 5.94 447 | 435 513  4.47 4.18

Smulation results of decentralized and centralized 7, control

In this simulation study, the 1995 Kobe NS (JMAtBI® earthquake record with its peak acceleration
scaled to 1m/sis used as the ground excitation. Ideal actuat@isgenerate any desired control forces
are deployed at the five stories. In practical lamgentation, longer communication and computation
time delays may be induced as the control architedbecomes more centralized. In order to illtstra
the effect of such varying time delays, simulatians conducted with different time delays adoptad f
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Figure 3. Simulation results for H, control with different time delays: (a) peak inter-story

drifts; (b) peak absolute accelerations; (c) peak control forces.

the five different control architectures.

For cBx@l, where each controller only requires sensta da

its own story to make control decisions, time detaghosen to be the minimum of 5ms. For case DC2,

where data from sensors on a control device’s dany &ind neighboring story (stories) are requitede

delay is chosen as 10ms.

be communicated and processed, time delay of 180mss, and 25ms are assigned, respectively.

Similarly, for the c&@8, DC4, and DC5, where more sensor data need to

Using the newly computed controllers based on @hffetime delays, Figure 3 presents the peak valties

the inter-story drifts, absolute accelerations, aciiator forces at each story (floor).

Comparéd the

uncontrolled case, all five controlled cases aahisignificant reduction to structural response, and
demonstrate stability with different amount of tiehelays in the feedback loop. The fully decertesdi

case without any information overlapping, case Dé&hjeves similar reduction to inter-story driftsrey

all stories while compared with the centralizedec&3C5.
reduction to peak floor accelerations and requgiesilar peak actuator forces as case DC5.
partially decentralized cases with information deeping, including DC2, DC3, and DC4, generally
achieve more reduction to the peak drifts, whilthatexpense of larger peak control forces.

Meanwhile, case DC1 achieves similar

Other

Figure 4 presents the root-mean-square (RMS) vaifid®e inter-story drifts, absolute acceleraticars)
Again, weemparing with the uncontrolled structure, sigrafit

actuator forces at each story (floor).

RMS Inter-story Drifts
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Figure 4. Simulation results for H, control with different time delays: (a) RMS inter-story

drifts; (b) RMS absolute accelerations; (c) RMS control forces (note that the horizontal
scales are different from these in Figure 3).
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reduction to inter-story drifts and floor accel@as are achieved for all the control cases wittdback
time delay. Similar to the peak value plots inUfey3, Figure 4 shows that in general, cases DC3,D
and DC4, achieve more reduction to RMS inter-stdrijts at the expense of larger control effort.
Nevertheless, it is demonstrated that the decé&ddhl?, controllers are able to provide reasonable

control performance with various time delays erigtin the feedback loop.

In addition, the performance results for tft¢ controller design as shown in Figures 3 and 4 eauded
to compare with the simulation results of time-gelh (de)centralized LQR controllers arld,
controllers previously presented in Wang (2010)nésally speaking, the performance of tli¢
controllers lies between the LQR and tit€¢ controllers. Specifically, for each control atelture,
the (de)centralized<, controller usually achieves less reduction in ctrtal response than thef,
controller, but more reduction than the LQR coérol On the other hand, thé(, controller usually
consumes less control efforts than thg controller, but more control effort than the LQénhtroller.

For practical applications of feedback structurahtcol, one of the major constraints is the reilist
capacity of the semi-active or active control desic Total actuator capacity (i.e. the sum of tred
capacities of all control devices installed in seucture) is usually adopted as an indicator &ngjty the
force capacity requirements of a structural cordgystem. As suggested by many references on bgildi
structure control, it is realistic to have the partage of the total actuator capacity over buildirgght to

be around 10% ~ 20% (Barrosbal. 2003; Kannaret al. 1995; Kim and Jabbari 2002). The average
total actuator capacity among five (de)centralizedtrol architectures is calculated for the thriebnt
controller designs, including/, control, LQR control, andH, control. For the three different
controller designs, Table 3 lists the total actuatpacities and their percentages over the weibttie
entire five-story building, which is about 10,803kNIt can be seen that in this numerical simulattbe
actuator capacity required by thHg, control is slightly higher than the realistic rengvhich may cause
difficulty in practical applications. On the othéand, the total actuator capacity required by LQR
control is lower than the realistic range, whiclygests that in this example, the LQR controllerigles
may not be able to make the best utilization offtllecapacity of realistic actuators. Among tineete
controller designs, the/, controller design has realistic requirement oralt@ictuator capacity, and

shows good utilization of the actuator capacityddequate control performance.

Table 3 Total actuator capacity requirement of three controller designs

LQR H, H,
Total actuator capacity 793 kN 1306 kN 2339 kN
Percentage over building weight 7.3% 12.1% 21.7%

Summary and Conclusion

This paper presents a decentralized control apprtieat aims to minimize the closed-lodf; norm of a

controlled civil structure. The approach is forated in discrete-time domain, and considers passibl
feedback time delay. The heuristic decentralizaatroller design employs a homotopy method, which
gradually transforms an original centralized coligrointo uncoupled decentralized ones. Through a

five-story example, it was identified that usingngar parameters in the problem formulation, e
controller design may achieve agreeable performaiit®ut excessive requirement on actuator capacity
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Nevertheless, it should be noted that the homotggyroach for decentralized, controller design is

heuristic. The approach may not guarantee thenmoimi 7{,-norm over the complete solution space.

Since the proposed controller design is based enaisumption of system linearity, further study is
needed on improving the control performance with-timear control devices. Shake-table experiments

are being planned to further examine the performaat the decentralized{, controller design,
particularly in comparison with decentralized LQRla’{, controller designs.
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