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ABSTRACT

The introduction of wireless telemetry intiee design ofmonitoring and control systems has been shown to reduce

system costs while simplifyingnstallations. To date, vireless nodes proposed feensing and actuatidn cyber

physical systens have been designed using microcontrolleigh one computational pipelind.€., singlecore
microcontrollery.  While concurrent code execution can be implemented singlecore microcontrollers,

concurregy is emulated by splittingthe i pel i ne’ s r e s o ule threads otodeexeauipnp d¢-ort mul ti
many applications, this approach to miittieading is acceptabla terms ofspeed and function However, some

applications such as feedback controls demand deterministic timing of code execution and maximum computational
throughpt. For these applications, the adoption afiltincore processoarchitectures represents one effective

solution. Multicore microcontrollerhave multiple computational pipelinglsat can execute embedded code in

parallel and can be interrupted independent of one another. In this shely,wireless platform namedartlet is

introduced with a duatore microcontroller adopted in its desigihe dualcore microcontrolledesign allows

Martlet to dedicate one core to standard wireless sensor operativlesthe other core is reserved for embedded

data processing and retithe feedback control law executionother distinct feature dflartlet is a standardized

hardware interface that allows specialized daughter boards (tamingdboard$ to be interfaced to thMartlet

baseboard. This extensibility opens opportunitgrioapsulatspecialized sensing and actuation functionswirey

boardwithout altering the design dflartlet. In addition to describing the design dfartlet, a few examplavings

are detaikd along withexperiments showing thidartlet s abi | i ty t o physicalsystenssuclhasd cont r
wind turbines and buildigs

Keywords: wireless monitoringwireless contrglduatcore microprocesspcyberphysical systems

1. INTRODUCTION

Civil infrastructure systemsare vital asset that fundamentally ensura high quality of life for a society.
Unfortunately, the owners and managersirdfastructure systems in many developed nationscardronting a
number of challenges including the combinatiomyafwing inventories oéging assetsand increasingiserdemand
originating from growing populations. These challengase as complex as they arsignificant and require
innovative solutions.Fortunatelythe emergence dbw-cost sensorgnobile computing wireless networking, and
theInternet arereating new technologies that are profdly changing how engineers approach the management of
critical infrastructure systems. There islang tradition of civil engineers embedding sensors, actuators and
computing elements into their infrastructure for monitoring and controlling their rpgafee. In fact, these
intelligentinfrastructuresystemsarea prototypeexample of theecently definectyberphysical system&PS)field

[1]. Cyberphysical systemare systems that synergistically combine sensaotyation and canputing with a
physical systemLow-power wireless networking has beame of he driving technologies that have acceleraled
spread of CPS examples in various engineering domaihgling in civil engineering.

In this study, the authors propose ewnwireless sensor node for adoption in CPS frameworks. While many
wireless sensors have been proposed for monitoring and dimgtravil infrastructure systms, the node proposed
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Figure 1. The Martlet wireless node baseboard.

in this papeiis specifically designed to emphasize tevdical featuredor a CPS framework: higepeed computing
and reattime determiistic functionality. The new device is namédartlet' and is shown iffFigure 1.

The Naradawireless sensing unji] was a precursor to thdartlet andis a very successful platform for monitoring
operationalcivil [6,7] and noncivil engineering structuref]. The Narada platform h& also been shown to be
capable of distributed data processangoss the wireless sensmtworkfor system identificatiofi9,10], controlling

the response of buildings subject to earthqufk&sl5], and contrding industrial pants[16]. Naradd s st r engt hs
includea relatively simple set of souremde, aehoc communication capabilitiesjgh-resolution data acquisition,

long communication rangeanda simple interfacdor sensors and actuatdis freely attach to Naradaalso hasa
number of drawbacks.Similar to other wireless sensors designed around8dbit fixed point microcontroller,
Naradasuffers frominflexible power management schenagsl slow floatingpoint calculatios emulatedts fixed-

point microcontroller The design of th#&lartlet was undertaken witthe strengths and weakness#sthe Narada

node kepin mind. Thedevelopment oMartlet has been based on an actbedlaboration between the Laboratory

for Intelligent Systems and Technologies (LIST) at the University of Michigan (Ann Arbor, Ml), the Laboratory for
Smart Structural Systems at Georgia Institute of Technology (Atl@¥#g, and the Department of Civil and
Environmental Engineering at Michigan Technological University (Houghton, Whg primary goal of th#artlet
development effort was to create a new wireless dehigdeatured:

» wireless communicaticframeworkbackwards compatible witlhe Naradaarchitecture

« afaster processor capabletmfe floating point calculationexecuéd in hardware

9 aprocessor that could execute multiple threads of embedded code with true parallelism;

« amodular design with simple connections to common sensors, actuators, and peripherals;
« JTAG debugging capability that would reduce development time for new applications;

« and suitable memory for daséorage as well as for the executiorcomplex algothms.

The design of such a device is documerttegtin

This paper begins with a description of th®lartlet hardwareand software design. A fewcustom designed
peripherals are then presentedshow the variety of applications that tdartlet can be use for and the ease with
which theMartlet can be adopteih these applicationsFinally, field trials and laboratory experimenare used to
validate the performance of tivartlet whenapplied tostructural monitoringandfeedbackcontrolapplications

! The wireless device was named after lhartlet heraldic charge, depicted as a small fast bird which symbolized

the fourth son, virtue, and adventy®. The wireless device contains a fast 80 MHz processor, is capable of

learning and actuation, and sits as thigrbtotype in line starting with Strasr and Kiremi djian’s Wil
1998[3], the 2° generation WiMMs devices in 20¢4], and theNaradain 2005[5].



Table 1. Comparison of Wireless Communication Standards

IEEE 802.11 IEEE 802.15.1 IEEE 802.15.4 WiMax Cellular/3G
Datarate Video Audio Text / Images Video Video
Range Room / Building| Body/Room | Body / Building Campus City
Battery Life Minutes/Hours Hours/Days Days/Years Minutes/Hours | Minutes/Hours
Cost and complexity, High Medium Low High High

Adapted from{19] and[18]

2. WIRELESS COMMUNICATION FOR MARTLET

Wireless sensors include digital radios in their desigoause digital radicarelow-cost andpower efficientwhile
providing a scalableapproach tahe shared use of a common radiequency(RF) band Digital radios require a
microcontrollerto packetizeddataprior to transmissioffit should be noted thabe microcontroller is often used to
perform other functions for the wireless sensor node including comdafiflg In the design of thiartlet node a
digital radio with a suitable wireless communication standard must be selected. In the sptectss, mphasis
will be placedon balancinghetworkcommunicatiorspeed, message latency, and power efficieBejectionof an
appropriate radids greatly simplified through the use of standammmunicationspecificatios such as IEEE
802.11 é.g9.WiFi), IEEE 82.15.4 é.9.ZigBeeand WirelessHARY, IEEE 802.15.1€.g Bluetooth), and cellular
data systemse(g WiMax, 3G)[18]. Devices using the IEEE 802.x standaogerate orthe industrial, scientific,
and medical (ISMYyadio bands (900 MHz, 2.4 GHand5.8 GHz) In most nations, federal authoritiabow low-
powerwireless communicatioon the ISM bandsvithout requiringa licensefor RF spectrum use. The ISM bands
are most commonly used for lepower wireless devicethat need to transmit data on the orded @0 m or sa
Table 1compares the wireless telemetry standards on the basis ofatlataange, power consumption, and
complexity.Based on the requirements established during the design Mittiet, the IEEE 802.15.4 standard was
selected. Thishoicegives the Martlet conservative power requirements and the ability to stream sensat dates
on the order of 1 kHz over distances expected between nodes in civil infrastruatoteer motivatorfor selecting
IEEE 802.15.4 is that many other wireless sensor platforms operate using IEEE §@RetBbigiving Martlet the
ability to communicate freely with other wireless sensors using the same standard.

The softwareon each nodehat enables thevireless network is called theetwork stackand consists of the
following seven layers: physical, ddtak, network, transport, session, presentation, and applicatioa.network
stack used bartlet is described in brief.The first twonetworklayers (physical and dattink) are defined in the
IEEE 802.15.4 standarfR0]. This incorporates a 2.4 GHz radibat digitdly transmits packetized datahe
network layeris dedicated to facilitatingadhoc nodeto-node and broadcastcommunication schemedf a
destination node is out &@F rangefrom the source nodehen a strategpf hopping messages over intermediate
nodes called multthopping, would beincluded in the application layefhe transport layeremploys 1) a dear
channel assessment (CCA) when sending packets in orgeevent packet collisieapand2) acknowledgements to
help the sender ensure that the destination received the packeteSgierlayer defines that transmissions must be
sent in a single session. Theesentation layer collects the raw data from the radio and presentssirbgta of the
pacle t ' s plataahdo teader to the application layehich is custom designed for each applicatioA.
customizednetwork stackwill be implemented on top of the IEEE 802.15.4 physical and data link layers for
Martlet. This approach is in lieu of selectingpre standarded IEEE 802.15.4asednetwork stacks like ZigBee
[21], WirelessHART[22] or those associated with Tiny@&3] which are either too complex or inflexible for many
of the envisioned applications fdtartlet. TheMartlet s n et wo r tentionallyadedigned ® be backwards
compatible with théNaradanetwork stack.

The Ma r t Iradivd @cluleis formed by pairing a TI CC2520 2.4 GHz IEEE 802.15.4 transceiver with a TI
CC2591RF frontend; the CC2591s aprogrammable low noise amplifier (LNA) for improved receiver sensitivity
and power amplifier (PA) foamplification of the radio transmissiqgower. In particular, the PA allows the
communication range of the IEEE 802.15.4 transceiver to extend beyOna fifleof-sight. The radionodulé s
power consumptiorcan bevaried by adjusting theutput powerof the module For example, transmission
consume$H5mA (references at 3.3yhen the transmission power is set8dBm and 136mA when set to+17
dBm. In a similar fashion, the reception consum@srA when the receiver sensitivity is set-&0 dBmand26mA



when setat -90 dBm When placed in sleep mode, the radiawsa s | i t t While these nlimbérs seem
larger thanradios that are not power alififgd, the communication range of the radio gseatly enhanced
Consuming more power at the radio to achieve greater communication range can actually result in lower overall
power consumption of the network due to enhanced communication reliability.

3. CORE HARDWARE DESIGN

The CPS paradigris based around a sersemputeactuate framework in which actuation is expensive, sensing is
cheap, and computing lies-between[24]. In the civil engineering domainuscessful fielddeployments hze
validated theeffectivenesof wireless sensini25,26] In addition,laboratory tests have shown tpessibility of
wireless feedback contrab improve structuralperformanceunder extreme load events like earthquaés27]
However,full system autonomy and interaction with a physical system through actuatorsenalintited because
the realtime requirements for feedback control are currently too stringent for mostdstvwireless sensor
platformsto undertake The Martlet aims to overcoméhis limitation.

For theMartlet to excel in monitoring and controllingfrastructure systems, it must have low power consumption,
low latency, and the ability to quickly process data and execute control algorithms. Striking a balance between the
low-power, yet insufficient speed, oft8t microcontroller units ICUs) and tke high power consumption of 3Bit

MCUSs, the Martlet was designed around a-b& Texas Instruments (Tl) TMS320F2806%dified Harvard Bis
Architecture MCUwith a duaicore design and amn-the-fly programmable clockhat canrun up to 80 MHz. Real

time digital signal processing is possible with native singlecision floatingpoint calculations. The Viterbi
complex math unit (VCU) extends the instruction set to support complex multiplication, Viterbi operations, and
cyclic redundancyghecks (CRCs).The computationally intensive tasks of control processing are offloaded from the
main CPU and onto a programmalatentrol law accelerator (CLA)core with a dedicated pipelinghose 32-bit
floating-point math accelerataffers precise timing A 9-channel dial sampleand-hold 12bit ADC is capable of
sampling analogignals atratesup to 3MHz. Programs residing in the 256 kB x-b& flash memory can process

this data, or the-6hanneldirect memoryaccess (DMA) controller can directly feed the ADC data ithhe 100 kB x

16-bit random access memory (RAM) for further processing by the CliAadditional datastorage capacity is
required, amicroSDHC card can be inserted into thebmard card reader giving thdartlet up to 32 GB of
additional flash memoryA variety of generalpurposeinputoutput (GPIO) pins are availabte communicate with
peripherals using protocols such as UART, S#, pulse width modulation (PWM), and timed event captiine

fast interrupt response inherent in the architecturehefMCU, together with three 3Bit timers makesthe
TMS320F2806%n excellent choice for control applications with strict timing requiremasgsration for the new
capabilities featured on thdartlet come from years of experience with the design as&laf wireless devices for

civil infrastructure applications. Thiglartlet printed circuit board (PCB) features 16 different test pdimés give
developers access to all irtoaard signals to simplify debugging of applications and periphéFatsmechanical
stresses and vibrations experienced in the field adversely #ffectliability of some wireless devices currently
available on the market. To this end, Martlet securely joins peripheral layers, call@artlet wings with threaded
plasticstandoffs. The use of edge mounted SMA antenna connectors soldered to both sides of the PCB and the use
of throughhole posts on inteboard connectors mitigates the possibility of premature connector failures. Sleep or
power enable pins have become a d#ad feature of many integrated circuits (ICs) likely to be usedings In

order to take advantage of this featfwe redudng power consumption, thilartlet exposes 12 of th&PIO pins
through thetop and bottomwving connectors.

4. SOFTWARE DEVELOPMENT

The development of th®lartlet required significant collaborations between all parties involved. The team took
advantage of a Git version control systgt8] to manage software versioning, leading to over 600 contributions by
over 10 authors. Additionallya wiki was used to track hardware development and for project manag&faetiet

was designed with a number of featutieat are inended tdessen the burden on the application developer include
the use oindustry standard programming langugge simple state machine, and JTAG debugging with hardware
breakpoints and memory inspection. Usability features currently in developmeamtidénatomatic detection of
peripheral boards, automatic calibration, and foolproof transducer connectors.

A state machine serves as thlartlett s operating system (Madetsitsidlduntdan i ni ti a
interrupt occurs internall{e.g, from a timer,analogto-digital convertef ADC) channel eventor externally(e.g.,

from a GPIOpin or the microcontrolletJART). Over 70 different interrupts sources are mapped using the
peripheral interrupt expansion (PIE) vecpminting tointerrupt service routines (ISR)atexecute the desired code
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Figure 2. Martlet user interfaces: (a) command line interface; (b) hydraunic system graphical user interface.

after an interrupt event. A lightweight state macHiased OS was chosér tworeasonst o enabl e rapi d
switching from main program code into an ISR and because simplethreliled applications (<5 threads) can be
quickly developed and understood by novice develofgénse-critical codethreads can be implemented on @leA

core This allows true redime threads on the CLA to run parallelto nonrealtime threadson the otler core.

Lying between the OS and the application software are middleware services. These provide the agpfivedien
with standard node services suchfixgd-rate data collectiompetwork wide clock synchronization, datequest
methods, and network discoyeand routing among other servicesSlight varidionsin the crystal on eacklartlet
necessitate a methad synchroniang the networkon a regular basi® ensure accurateming between nodesThe
current methodisesa gateway nodeotsendout a synchronization beacém which all Martlets synchronize; this
resuls in time synchronization of e s s t h mm@adh8c@ongos networks, nodes often desire data from peers
when local events occur. The datguest middleware offers the applicatiager a method for reliably collecting
large datasets from multiple peers without blocking program executvhile wating for responses. Oftemwhen
large amounts of data are processed on the nodes, a need arises to store the data for archival or debugging purposes.
Towardthis end, a lightweight FAT file syste(Retit FAT Fle System[29]) was implement. The FATile system
enables data to be stored into text or binary filesmicroSD cardhatcan then beemoved from théVartlet and
inserted into gersonal computgiPC) for processing or archivg. Middleware for multihop message routing and
clock synchronization for nestar network configurations are currently in development.

Application softwarecan be writterto execute algorithms for control, data compression, or system identification.
For Martlet networks not running autonomously, sergate applications havesobeen developed for commanding
the network A general command line interface (GLshown inFigure 2ahas been written for users. Alsmarray

of application specific graphical user interfag&Ul) have been written such as the @i®wn inFigure 2bfor
controling hydronic pipe networks.

5. MARTLET COMPARED TO OTHER WIRELESS SENSORS

Many options are available to designers who wish to implement a wikRSsCommercial offthe-shelf (COTS)
solutions are available for sensing from companies such as MicrogfjinBridge Diagnostics Inc[31], and
National Instrumentg32]. Only a few products are available for control applications, mainly WirelessHART



Table 2. Comparison of popular wireless modules for research and development in civil engineering

Martlet Narada [38] iMote2 + SHMA [39]

Processr bus width 16-bit 8-bit 32-bit

10-80 MHz +CLA
Processospeed 8 MHz 13416 MHz
Nonrvolatile memory 256k x 16bit +32GB SDcard | 128k x 8bit 32M x 8hit
Volatile memory 100k x 16hit 128k x 8bhit 32M x 8hit
Active sensingpower

~450 mwW ~300 mW ~400mwW
Sleeppower

<1 mwW ~60 mW <1 mwW
Size (mm) approx. 60 x 60 70x 70 40 x 50

products from companies like Siemef®3]. Thesecommecial solutions are easy to implement but are often

inflexible for emerging applications or research purposes. More flexible development modules whisd can
customized and developed into an application specific product are available from such compllieesiasinc.

wi t h

their ‘

mot e’ l i ne

of wir el

research applications outside the purview of commercial moffy&$-37].

ess

mo d u |

es.

Further mo

The Martlet fits into that last category of modules designed for research in emerging applications. It distinguishes
itself from similar platformdy its dual core architecture, native floatipgint calculations, stdy extensible design,

and easyto-use development emainment for engineers familiar with embedded code developmahte 2shows a
comparison of thdartlet with two other popular nodes used in civil engineering researciNaredaand iMote2

with the SHMA acceleration sensing board. The chart shows keatartlet falls in the middle of the pack with
respect to processing capability and active power, bubtiitlet has more capable sleep modes than terada

and is easier to program than the iMote2 which uses areatime OS (TinyOS) and obscure pgramming
languaggnesQ.

6.

DEVELOPMENT OF PERIPHERAL WING BOARDS

The key to theMartletd success in enabling CPS research will be its ability to sense and control a multitude of
different systems and physical properties. Initial applications foiMasdlet include vibration analysis of wind
turbine structures, seraictive structural controhydronic system monitoring and control, and HYAC monitoring
and control. TheMartlet is able to sense and control these systems because of its extensibleMagighwings

have already been created for a wide variety of purpdsea:collection fronstrain transducers and accelerometers
(Figure 3a);ultrasonic sensing; fluid flow measureméhrigure 3b);pump and valve controF{gure 3); CO, and
temperature monitoring F{gure ); motor control Figure 3l); programming and debuggind-igure 2);
prototyping Figure 3); bandpass filtering of signals with high dynamic range by means of programmable filter
gains and cubff frequencies Kigure 3y); actuating magnetdieological (MR) damperd={gure 3)); accurate time

keeping with a realime clock (RTC) (Figure 3).

of thewingsto communicate with th®artlet core via analog signathat map directly tahe Martlet' s

Thesewings have been designed relatively quickly using
standard signal conditioning and interface circuitry found in texts suddGhsand laid out on standanding
templates. The potential to utilize tMartlet for different CPSapplicationds nearly limitlessdue tothe flexibility

foDvia

digital protocols including SCII°’C, UART, or GPIO Two of thesewings will be described in detail in the
following sections.



(9) (h)

Figure 3. Martlet peripheral wings: (a) strain and acceleration wing, (b) hydronics wing, (c) environmental
sensing wing, (d) motor control wing, () programming and debugging wing, (f) breadboard wing, (g) smart
filter and DAC wing, (h) real-time clock wing.
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Figure 5. Functional diagram for an analog input channel.

6.1 Smart ADC/DAC Wing

The senseomputeactuate framework o€PSrequiresthe ability to convert realworld measuwaindsinto digital

signals followed by the convesion of the results into realorld actions(i.e., actuation) This is typically
accomplished with sensing transduciyat outputanalog electrical signalcorrelated to the physical stimulus being
measurednd actuatorthatare command by analog voltagignals Sensors and actuataagetypically connected

to analogto-digital converters (ADC) and digitab-analog converters (DAC), respectively. To this end Miagtlet

Smart ADC/DAC winghown inFigure 4was developed as a genepalrpose interface for sensing and actuation.
The three sensing channels accapy commonlyused transducer that output® & 5V signal and requires a 5V
power source. Each channel contains three possible signditioning pathasschematicallyshown inFigure 5

the pathsare selectable with a doubdeole threethrow (DP3T)mechanical switch. The first path offers the most
sophisticated signal conditioning including mean shifttlomfly programmable lowpass filtering, and othefly
programmable amplification. The meahift ensures that the maximum dynamic range is plesbipcentering the
dynamics of the signal on the center of the ADC rainge 2.5 V) The programmable Ioyass filter (with cuoff
frequencies from 15 Hz to a few hundred Hz) maximizes the spectrum of the captured signal while ensuring proper
antialiasing. The programmable gain (with settings from 1.9x to 190x) can be used to amplify the signal so that the
dynamic range of the amplified signal crosses the greatest number of bits in the ADC, thus inttreassadution

of the capturedsignal. An 1°C signal from theMartlet is used to adjust factory calibrated ddjiy controllable
potentiometergo accurately adjust the gain and cutoff frequendibs. second path ahe DP3T switch has a fixed

gain of 1x and an anéliasing filter with a cutoff frequency of 25 Hz. This pathmisst useful when simplicity is
desired and the fixedalue gain and cutoff are appropriate of the application at hand. The third path passes the
signal directly throughto the Martlet ADC without amplification or filtering. This setting is used in conjunction
with external signal conditioning. After the signal passes through one of the three pathsaleds dowrfrom a
maximum range of 5V to a memum range of 3.3V This is hecessary so that the sigmakctesthe input range of
theMartlet s -bititernal ADC.
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Figure 7. Integrated accelerometer board: (a) main PCB; (b) weather resistant package.

To generateanalog output signals, the ADC/DA@Ing board contains two independent analog output channels. The
functional diagram of each channel is showirigure 6 The DAC procesbegins with theMartlet s ernhalptise

width modulator PWM) that is used towputa square waveéo a GPIO The output of the GPIO is thédiftered to
generate an analog signal.2"-order lowpass filter with unif gain anda cutoff frequency of 11.7kHz is used to
removethe high-frequency components of the PWM signal, leaving only theftegquency content ahe analog
output. As a result, the output voltage level is determined by the duty cycle of the PWM signal. For example,
100% duty cycle PWMsignal generatesa 3.3V voltage while a 50% duty cycle PWMsignal generatesl.65V.
Therefore, thevoltage generation capability of tREAC is achieved by simply adjusting the duty cycle of the PWM.

6.2 Integrated Accelerometer Wing

To createa Martlet-basedsensingnode for accela@tion measurement wing board was created byntegrating

signal conditioning and an accelerometer into a single PCB as shokigure &. The integrated accelerometer

board uses a tdaxial microelectromechanical systems (MEM&)celerometerST MicroekctronicsLIS344ALH).

A jumper on the PCB selects either a +2g or +6g measurement scale. The noise density of the measurement is 25
* "KM Odalong the xaxis and yaxis, and 50 KM Odalong the zaxis. The voltage signals from the accelerometer

are condtioned using the same circuitry used in the firathof the Martlet Smart ADC/DAC windrom Figure 5

The mearshifted adjustable filtering and gain enable the integrated accelerometer board to be used in any
orientation and signal amplitudehile allowing it tomaintain an ideal dynamic range and spectrum of the sampled
signal. The filter and gain settings are stored in nonvolatile memory on the PCB

Theintegrated accelerometboard is placed in a compact weatherproof enclosureaxdtmension of 60 mm x 64
mm x 35 mmas shown in Figure 7In this case, the wing is not actually attached toMiagtlet base. Ratherhe
integrated accelerometer board is connected tdvidadtlet with an eightwire cable. Three wires in the cable are
allocated fortheacceleration output signa(¥, Y and Zchannel} two are allocated foPC communicatios, oneis
allocatedfor power, oneis allocated forground, andhe last onds allocated to aligital signalthat allows the



Martlet base boardot powerthe wing on and off. Thecurrent drawof theintegrated accelerometboard is ~12 mA
(referenced at 3.3 \)ndernormalworking conditiors and ~IrA when switched off.

7. MARTLET VALIDATION: STRUCTURAL VIBRATION MONITORING

The development process of any new wireless node should include phases of thorough testiry.r Thetestingd s
began before the first PCB was ever made. The radio was tested for reliability, strength, and sensitivity; the MCU
was tested for computatidnspeed and duadore parallel operations; and the ADC was tested for accuracy, speed,
and resolution. However, no amount of laboratory testing gaeranteethe device will work in realorld
conditions.As a result an experimentaprogramwas created tdield testthe monitoring capabilities dflartlet

usinga wind turbine at Los Alamos National Laboratory in New Mexico, USA.

7.1 Goals and motivation

Researchers at the University of Michigan, Leibniz Univerditidhnover, and Los Alamos National Laboratory
(LANL) were interested in investigating the letgym and transient effects of environmendgald operatonal
conditions (EOC) on the structural response of wind turbinegers A Whisper 500 wind turbingower [41]
depictedin Figure8 andsited on the campus @ANL (located ato Ot v € p T°'p Xt ® € ) was instrumented

The aimof the instrumentationvasto identify key environmental and structural conditions that would affect the
structural response of the towelhe urbine toweris p @ & tall and constructed adteel Atop the tower isa

T® a diameter Whispeb00 wind turbine. The structure wapesially designed as a test bed for wind turbine
research (such as that conducted48] ) and features a pivot point in the middle of the structure that allows the
turbine nacelle to be lowered to tlground for maintenance purposasd sensor installatiofhe following three
goalswere established for tHield experiment

1) demonstrate the muitay reliability of theMartlet DAQ application
2) identify key environmental conditions that affect strudtbehavior

3) determine other measurands besides vibrations and EOC that affect structural response.

7.2 Instrumentation Strategy

The investigation on the EOC impact on wind turbine structural beheadpired weather dat&.g, temperature,
humidity, wind speed, and wind direction) to classify BCHDd tower vibration data to classify the structural
response. Local weat her information was provi[43d in
measured at a metrological tower loca2éd m from thewind turbineat a bearing of73°. This campaignmeasurd

the structural responsef the turbine towerwith an aray of Crossbow CXL02TG3tactilegrade triaxial
accelerometers with a range o€ "Q low noise floor, and integral temperatsensing. A newly designedMartlet

wing, previously shown ifrigure3a, was used to interface the acceleromiategheMa r t ARCtuSirgag v ‘4

low pass filter. Although the modal frequencies of the tower are expected to be wellpb&ioy this high cutoff
frequency was chosen in order to ensure that thefhégfuency harmonics (the blades spin at a nominal re8@®f
rotations per minutén wind speeds fron3.4 m/s (7.5 mph) to 55 m/s (120 mphy the rotating bladevould be
captured The Martlet, tri-axial accelerometer, signal conditioninging, and power regulationving were all
mounted within ac god p §0d& pp®Aa Y& U L 8 T@ITC eenclosure. The pivoting mechanism of the

tower allowed three wireless accelerometers to be placed on the top half of the tower, and three on the bottom half
of the toweras shown irFigure 8

The WSN installation was constrained by the security and safety requirements of the LANL Siteese
requirementgrevented 24 hour accegs the siteand prohibited wirelesscommunicationgo off-site Typically,
long-term WSN deploymentasea cellular modem to relay datallected from the WSN to offite serverg7].
Instead, this installation used a PC/104 single board computer (SBC) with a 16 GB flash drive runming a Li
operating systento serve as a local base statidine large hard drive would offer plenty of room for data storage.
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Figure 8. LANL Whisper 500 wind turbine and Martlet installation.

Connected to the SBC via USB was an IEEE 802.15.4 compasitile with an external highgain antennaThe
basestationwas placed in a enclosure along with backuppower supplyunit (PSU) connected to th#20 AC
voltagegenerated byhe wind turbine. The PSU suppliagic to the SBC and externally supplied power to all the
Martlets on the tower. The server enclosure was placed wilsmall shedlocated on site with the thine. This
shedcontaired all of the wind turbing power circuitry and energy storage. The external antenna and power line
that provided power to thdartletsexited the shed through an electrical conduit.

Once the sensors were deployed, the server was programmed to collected acceleration datéfaonGilases on

all units every 10 minutes @’ QOdOnly 12 seconds of data could ballected during each 1finute interval
because of the limited RAM available on tdartlet. The intervals were spaced 10 minuggartto ensure that all

the data could be wirelessly transmitted back to the server even in the ssenstrioof packet drop. While
personnel were at the site, the server would be manually triggered to capture interesting environmentalgvents (
sudden changan wind speed or direixin) that would likely not be captured randomly within the 12 sec window
every 10 minutes.

7.3 Results

Over three daysf testing(Septemberl6 to 18, 2013 a total of561 datasets were collected. T¢empaignonly
collected structural response data and did not cdbbecling data€.g.,turbine torque and RPM were not measured
while wind mean ad variance wer@nly collected onl5 minute intervals). As a result, he outputonly data
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Figure 9. Orthogonal (X and Z directions) lateral tower responses measured from the top-most
accelerometer (September 18, 2013 at 2:20am): (top) spectrograms; (bottom) time histories

precludes the use of inpattput systenmidentification. Fortunately, lhe structural response was still able to be
extracted using outpwnly system identificatiotechniquesnd engineering intuition

Visual inspection of the acceleration time historiié® those displayeth the bottom of Figure 8which correspond

to the tower s top-mostaccelerometgrshows the time varying magnitude olie towervibratiors. However, these
complex signals are diffult to analyze in the time domaifhhe spectrogram plotgigure 9 computed using a 1024
point FFT with 500 points of overlagremore enlightening. Many strong harmonics are shown all the way up to the
cut-off frequency of the anthliasing filter Futhermore,many of thesénarmonicsslowly vary with time. Since
blade speed was not measured, these changes in frequency cannot be directly accounted for, but visual observations
made during testing confirm that as the blade speed decrénséeéquency bthe harmonics also decreased. It is
also apparent that as the blade speed and possibly direbtoge, the response amplitude of the structure changes
as the excitation harmonics excite different natural frequencies of the structure. The two shtgirsigigure 9
make up only a minuscule portion of all the data collecyed provide a surprising amount of insighthen
inspecting other signalsimilar behavios emergéut also revealsome othekey observatios For examplehigh

frequency rattling (seen as a very broadband response) is apparent at nodes near the pivot point under some
conditions.

In order to gain insight into the response of the entire structure, the signals fromahd Xdirection of all the
acceleromedrs vere analyzed using the outpohly frequency domain decompositionodal analysigechnique.
Since the excitation of the tower from the turbine rotation is narrow band and full of harmerdittion
frequencies can be easily confused with normatial frequencies.Also, the eigenvectors extracted from the data
will correspond to operational deflection shapeshe t o w eoriginal designdocumentscalled for a normal
cantilever modeshape in the &V direction at 1.335 Hz and the other normal camtitemode shape in the-8
direction at 1.133 HzFigure 10shows theoperational deflectioshapegODS)extracted from the acceleration data
collected orSeptember 17, 201& 6:45 pm. It appears as if the order of the first two cantile@&S has switched
and increased to 1.58 Hz for theSNcantilever and 2.00 Hz for the\® cantilever. Confidence that the€DS
correspond to mode shapes weached after viewing the singular values of the FDD analysis done on all of the data
sets collecte@sshownin Figure 11 The frequencyf the peaks near38 and 2.@ Hz do not change significantly
over time even as the excitation chas@en the other hand, ti@DSobserved at the 3.92 Hz peak in Beptember
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Figure 10. Operational deflection shapes (ODS) corresponding to the response time history collected on
September 17, 2013 at 6:45pm. Dark shape is the ODS extracted and light shape is the undeformed tower.
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Figure 11. Spectral power of acceleration versus wind speed and direction as a function of time. Bottom
corresponds to September 16 at 2:10pm to September 17 at 7:50am; top corresponds to September 17 at
5:00pm to September 18 at 8:45am.

17, 20136:45 pmdataset is very likely an operational defection shaffeenced by the loadThe frequency of this
peak slowly drifts around 4 Hz throughout the data, and the defected shape corresponds to what would be expected
from a slight imbalance in the turbine arhrotating due to a wind from the south.

Observations fothe spectrogram and mode shapes have been consistent with the expectation that blade rotation is
the primary driver of the structural response. Comparing the spectral powres afceleration against the wind

speed and direction, as shownFigure 11 is also logicallyconsistent with the expectation that blade speed is
highly correlated to wind speed. This is most obvious in comparing the movement in the peaks of spectral power
between 2.5 Hz and 5.5 Hz with the variation in wind speed. At wind spé&ds/sthe structure responds around

5 Hz, but as the wind speed drops3ton/sthe peak in response shifts closer to 3 Hz. Once the wind speed drops
below 2.5 m/s,the blade rotation appears to stop causing a very significant drop in structural eeappigude.

This observatioris consistent with the Whisper 500 specification hominal blade speed of 500 RPM (8.3 Hiz), cut



wind speed 08.4 m/sand cutout wind speed a23 m/s Although the excitation spectrum is not white at any given
instant, conslered over the entire 3 dapfdata, the modes of the structure should be able to be separated from the
operationadeflection shapes influenced by the lo@tie only caveat is the wind directidrigure 11shows that the

wind is almost always coming frothe south with little variation (depicted as the @tendaredeviation dashed
lines). This means that while the rotational vibrations in the nacelle consistently excitéAthéirEction of the
tower, the NS directions might not beufficiently excited leading to ambiguity in the modal analysissociated

with theN-S modes

This preliminary investigatiomndertaken on the LANL wind turbineas able to achieve the original three main
goalsstated at the outsethe array oMartlets operated without indient for the duration of the study. During this

time, data was successfully collectbdth automatically and manually for three days and two nights. By analyzing
the spectral power and modal response of the structural acceleration usingooiytpsystemidentification
techniques, it was concluded that wind speed is the primary driver of structural reGmes@ected)The two

primary cantilever mode shapefkthe tower coulde extracted along withn operationafleflecton shape.Without
additionalinformation providedregarding the precise loading on the turbiaemore quantitative analysis of the
structural response and performance is difficult. Therefore, it should be proposed that further experimentation
beyond this preliminary investigation ahd include additional sensors to try to identify gysteminput. A higher
temporal fidelity measurement of wind speed would provide more information on the slow variations in frequency
observed irthe spectrogranof Figure 9 High datarate measurements the instantaneous voltage and current (and
corresponding phase difference) produced by the turbine would provide correlation between the instantaneous wind
speed and instantaneous power generation which gotddn be correlated to the torque appliegthe nacelle

8. MARTLET VALIDATION: STRUCTURAL VIBRATION CONTROL

Wireless sensing systentgve been showifi7,31,44,45]to be capable o&utonomously provitg useful data
regarding the performanacf a structure.However these systemBave notyea ut o no mo wd lhye bywlows e
actuaing the structure to improvis performance. Laboratory tests and simulations have shown-pf@oincept

for the design and implementation of wireless stradtwontrol systemdor earthquake hazard mitigation
[27,46,47] However, the control algorithms often neglect the effect of -tiarging earthquake disturbances and
statedependent actuator constraints because algorithatsricorporate these nonlinear effects are unable to run in
reattime on current wireless devices. TMartlet could potentially fill this gap with its duadore realtime
architecture. The following laboratory berstale experiment shows that thertlet is capable of meeting the
current stateof-the-art and potentially exceeding it.

In the experiment, a network of difartletswas used to senslkee interstory drift of a 4story shear structure model

and toactuate two active mass dampers (AMDs). Atpgaaph of the model structure with AMDs is shoimn
Figure 12 The structure is a singleay, fourstory building made of aluminum columns and acrylic floors with
aluminum weight@added to each flooiThe floor height is 25 cm per story and the bays arg 8m x 10.8 cmThe
columns are 3.8 cm x 0.3 cm rectangular aluminum sections oriented in their flexurally weak diEsatiofioor is
instrumented with MTS magnetostrictive position sen$8$ connected tdMartlets through a 25 Hz antliasing

filter. Additionally, the position signal is split and passed through an analog circuit that approximately differentiates
the signal to produce an approximation of the kstery velocity. On the second and third floor are active mass
dampers from Quanser Ifd9] consisting of a cart on a linear bearing that is driven by a motorized rack and pinion
mechanism. AMartlet motor controllewing (Figure 3) was developetb generate a 6V PWidignal to control the
motor spee@nd in turn thénorizontal cart motion Cart acceleration equatesadorce applied to the corresponding
floor of the structure.

8.1 Linear Quadratic Regulation of AMD

The AMDs are controlled by a linear quadratic regulator (LQR) futhstate feedback in which the state vector
@O N a is defined by the four intestory displacements stam#kon top of the four intestory velocities.The
contr ol | mredge theiinestorysdisplacementvg 0, and force applied by the AMDs6 0 N a
according to(1). This control strategy is widely used in many of the structural control tests previously mentioned.
Assuming a linear system and unconstrained cqritreloptimal feedback control law at @antrol stefis defined

by (2) where™O~ g is calculated using theory frofi0] and MATLAB routines[51]. The weighting matriced

and"Y were selected using tmethodin [50] with desired displacements of 2 cm and desired control voltages under
6V, resulting in(3).
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Figure 12. 4-story Structure with Two AMD Devices for Feedback Control.
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The controllerwasimplemented in a distributed manner by programming each node with application specific code.
The four sensing nodes broadcast their displacement and velocity readings at the beginning of each control step. The
two actuatingnodes concatenate the receistate vector and multiply it by their corresponding row in"@matrix

(e.g, the AMD on the seconfloor is the first row, and the thirfioor AMD is the second row). The solution to the
calculation is then output through the motor controMarg. Figure 13shows the timing of each nddeoperation in

the distributed controller.

8.2 Experimental results and conclusions

The experiment wasonducted by mounting the structure on a uniaxial shake table as shBiguri@ 12.The base

was laterally acceleratedith a 50% scaled El Centro ground motion. THartlet sensors operated autonomously,
executing the control algorithm at a fixed rate of 50 Hz and 100 Hz in two different experiments. Sensor, actuator,
and control calculation data was saved on each node and returned wirelessly to the server after th@texperime
concludedThe results of three different experiments are showtigare 14 The controlled response, both at 50 Hz

and 100 Hz feedback rates, greatly outperform the uncontrolled case in which the AMDs were fiXddrtlédte s
computing power is levaged to improve the performance when the feedback rate is increased to 100 Hz. This is an
order of magnitude increase in rate over previous wireless structural control tests of similarly scaled f&2vorks
This simple experiment shows the potentiaMafrtlet networks to executed advanaszhtrol laws.
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9. CONCLUSIONS

This paper presented the development, design, and initial tests Matltket wireless device as an extensible
platform to enable research into wirelesshabled CPS. The network stack was tailored for low power, long
distance low latency, and reliable aabc communications. Additionally, the network stack is backwards compatible

with other popular wireless nodes using the IEEE 802.15.4 standatdding theNaradawireless sensor The

dualcore microcontroller at thMartlet s cor e enabl es contr ol tasks to be pe
on the CLA, while less critical tasks are performed on the main core. A wide variety of digital andiapatog

output channels are availabkdélowing a large set afensors anactuators tde interfacal to the Martlet though
customMartlet wings The Martlet s e mb e dpkratés in@Statmachine that allows for rapid response of
concurrent tasks in a relatively easy to understand architecture. Middleware and applications have been developed
for sensing and control. The entire development process culminateda compuationally capable node for
distributed monitoring and control of cybghysical systems.

In addition to contrdéd laboratory tests of the circuitry and firmware, two field experiments were conducted
showing that théMartlet mees or exceeds the current staibthe-art. A deployment of a network dflartletson a

wind turbine tower at LANL successfully met the projesuirements of identifying the main source of structural
responsaunder varying EOCA benchscale laboratory shake table test utilizing a networMaftlets to control

two AMDs resulted in significantly improvedtructural performance compared to thenaontrolled structure.
Additionally, theMartlet was able to execute the LQR control algorithm an order of magnitude faster than previous
wireless control systemsThese two experiments only begin to show the potential foMiduglet. Work must still

be done to improve usability, power management, parallel code execution, and scalability. aféeatso
opportunitesto develop newvingsf or appl i cations that were not originald/l
community will form around the use @rcontinued development of thidartlet, leading to a powerful common
platform for enabling groundbreaking research in cygiersical infrastructure systems.
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