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Abstract

Wireless sensing systems have been proposed tiotwg@l heath monitoring in recent years.
While wireless sensors are cost-competitive conpardethered monitoring systems, their
real merit lies in their embedded computationalateliies. The academic wireless sensing
prototype co-developed at Stanford University arm tUniversity of Michigan is
characterized by a powerful computational core lamdpower consumption characteristics.
In this paper, two embedded engineering algorithmasely the fast Fourier transform and
peak-picking algorithm, are implemented in the Veiss sensing and validated by laboratory
and field experimental studies. Moreover, the weisslsensors are applied to the problem of
identifying structural modal parameters and foraesoridge steel cables. Identification
results derived from the wireless sensor usingctimaputing core are compared with those
obtained by off-line engineering analysis of theasged time-history data. Such a
comparison serves to validate the effectivenesth@fpowerful computational core of the
intelligent wireless sensor. It is shown that -setérrogation of measurement data using
the two embedded algorithms greatly reduces theuatmof data to be transmitted by the
wireless sensing network. Thus, the wireless seoifer scalable network solutions that are
power-efficient.

Introduction

Traditionally, structural monitoring systems reguixtensive length of cables to transmit
recorded data from multiple sensors to a centrdligeta repository where data is
warehoused. Installation and maintenance of suechdwinonitoring system on large-scale
civil structures including high-rise buildings alahg-span bridges, is time consuming and
expensive; these attributes limit the adoption bé ttechnology by the professional



engineering community. With the development of eldss communication, wireless
monitoring systems have been proposed to eradittade extensive lengths of wires
associated with tethered systems (Speacal. 2004, Lynchet al. 2005). In recent years, a
plethora of academic and commercial wireless sgrsystems have been developed (Lynch
et al. 2005, Wanget al. 2006a). Among them, the academic wireless sensiitgptototype
co-developed Stanford University and the Universityichigan (Lynchet al. 2003, 2005,
Wang et al. 2006a) has received great attention as it empéas design of a powerful
computational core that can process measuremeatadathe sensor itself (Glaser al.,
2007). The data acquisition capabilities of thiademic wireless sensing system has been
investigated through many laboratory and field expental studies. In these studies, the
measured data collected by the wireless sensirtg are in complete agreement with those
collected by a traditional wire-based data acqoisisystem (Lynclet al. 2006, Wanget al.
2006b and Leet al. 2007)..

While the sensors offer accurate data collectiosmsmitting all the measured data to a
single server in the data acquisition system cadiffieult due to the limitations imposed by
the fixed bandwidth of the wireless communicatidvamnel. Sending a tremendous amount
of raw data to such a central server is also eke&s consuming power; minimization of
power is critical since most sensors operate oortaple battery supply. Therefore, it is
essential to embed data processing algorithms én sénsor’s microprocessor, thereby
allowing the senor to self-interrogate measurendgea instead of directly transmitting the
recorded data to a central server (Lymtfal. 2005, Wanget al. 2006a). By conducting a
portion of the computation at the sensor, only tidiinformation needs to be transmitted
back to a central station. So far, a number dd gabcessing and analysis algorithms have
been implemented in the wireless sensing units ¢hyet al., 2003, 2005), but their
performances still needs to be validated by varfmld tests on different structures.

In this paper, two embedded engineering algoritlainsady implemented in the wireless
sensori(e., the fast Fourier transform (FFT) and peak-pickiRg) algorithms) are modified
and validated by laboratory testing of a threeyststructural model. In addition, field
experimental studies are carried out on a steeh dmidge under ambient vibration.
Moreover, the algorithms are employed to identtig imodal parameters of the building
model in the lab and the cable forces in the stew bridge. Identification results from the
intelligent wireless sensors are then comparechtse obtained by off-line engineering
analysis of the measured raw time-history data.is Fide-by-side comparison of modal
parameters allow the accuracy of the embeddeditigm to be tested.

Wireless sensing units

The academic wireless sensing unit prototype celdged at Stanford University and the
University of Michigan by Wang, Lynch, Lawet al. (2006a) consists of three main
functional modules: (1) sensing interface, (2) cataponal core, and (3) wireless
communication module, as shown in Figure 1. I3 fhaper, the research focus is placed
upon the software that is embedded in the microotet core. As shown in Figure 2, the
embedded software is structured using a multi-layggroach. At the lowest layer of the
embedded software architecture is the real-timeradipg system (OS) which directly
operates the wireless sensor hardware. Softwatenthaages and processes sensors data
resides on a second tier of the software architerttis these processing algorithms which
grants the wireless sensor its “smart” charactesistA number of data processing and
analysis algorithms, including the FFT and PP sawrhave previously been embedded in
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Figure 1. The academic wireless sensing unit
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Figure 2. Embedded software model for the wirelessensors

the computational core of the wireless sensors.e Higorithms are coded in the
programming language C (Lyncét al., 2003, 2005). The approach of leveraging the
computational core to locally process data is Sicamtly more power efficient than
wirelessly transiting long records of raw time brgtdata to the data repository.

Laboratory experimental studies

The performance of the wireless monitoring systefirst studied by installing the wireless
sensing units upon a three-story test structuretoacted in the laboratory. The structural
model behaves as a lumped-mass shear structuredeecd its rigid floors and flexible
columns. At each floor level, a wireless sensing ;1 mounted as shown in Figure 3.
Acceleration responses of the structure due to pwa® excitation at the base are recorded
by the wireless sensing system. The time-historgpoase data is transferred to the
frequency domain through the use of the embedded &I§orithm. Specifically, a
4096-point complex-valued Fourier spectrum is otgdi To compare the accuracy of the
embedded FFT algorithm, the frequency spectrunmubtied by the wireless sensing unit at
the second floor is compared with that estimatdiinef by MATLAB using the same raw
time history response used by the wireless seAsoshown in Figure 4, the online FFT and
offline FFT values are in close agreement.

The peak-picking (PP) algorithm previously embeditedhe wireless sensing units are
modified for picking high valued spectrum peaks ardding the complex valued peaks to
the server. When a structure is lightly dampedthednodes are well separated, it is known
that modal frequencies of the structure can benestid from the frequencies corresponding
to the spectrum peaks. Also, under sweep sineatxuit the Fourier spectra calculated from
the acceleration response data by the embeddedakgféfithm can be considered as the
frequency response function (FRF) of the structéathermore, the mode shapes can be
determined based upon the imaginary componentsediifferent FRF function at the peaks:



Figure 3. Test structure model with wireless sensgsystem
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Figure 4. Comparison of online (left) and off-ling(right) FFT
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where Hk(iw) is the FRF of the structure at sensor locatipm is the number of total
sensors installed on the structure, and-Jrdenotes the imaginary component of [

To check the accuracy of the embedded PP algorithenresults transmitted to the central
data repository are compared with those obtaineah fan off-line FFT and PP analysis of
the same time-history data. As shown in Tabldné&,nmodal frequencies and the imaginary
components of the FRF at those frequencies estihfiaim the two approaches are identical.

Second, to confirm the accuracy of the estimatedahfrequencies and mode shapes, the
measured time-history data wirelessly transmittethé central data repository is used in the
advanced stochastic subspace identification (S&prithm, an effective time domain

system identification approach, to identify the rabttequencies and mode shapes of the
structure. As shown in Table 2, the modal frequemaind mode shapes identified by the PP

Embedded PP PP off-line

st Peak 2nd Peak 3rd Peak lst Peak 2nd Peak 3rd Peak

Freq | Im(H) | Freq. | Im(H) | Freq. | Im(H) | Freq. | Im(H) | Freq. | Im(H) | Freq. | Lm(H)
Lst 830 | -68.77 | 23.9 -96.91 34.47 27.50 8.30 | -68.77 | 239 [ -96.91 | 34.47 275
Floor
i
2nd 830 | -1198 | 239 | 4720 | 3447 -428 830 |-1198 | 239 | -47.26 | 3447 -428
Floor
e 830 | -1525| 239 82.58 34.47 1924 | 830 |-1525| 239 | 8258 | 3447 19.24
Floor

Table 1. Comparison of the results obtained by thembedded and offline PP analyses



Mode 1 Mode 2 Mode 3
PP SSI PP SSI PP SSI
Frequency (Hz) 8.30 8.31 23.90 23.59 3447 34.54
LstFloorModal 1 45| 450 | 1174 1177 1429 1.839
Component
nd Aod
and Floor Modal ) =5 251 o756 | 0572 | o545 | 2224 224
Component
drd Floor Modal ) 55 | 1000 | 1.00 1.000 1.000 1.00
Component
MAC 1.000 0.998 0978

Table 2. Comparison of identified modal frequencies and modshapes

Figure 5. (Left) Side view of the Wuyuan Bridge; (ight) employed wireless sensors on the bridge

algorithm are in close agreement with those frora 81 analysis except for minor

discrepancies in the 3rd mode shape. This minarelsncy is due to the fact that PP is a
simple but not so accurate approach to estimatimglenshape of a structure. Modal

assurance criteria (MAC) are used to quantify thelarity between identified modes.

The embedded PP algorithm in the wireless sengstsdentifies the modal frequencies of
the structure. Then, the sensors transmit the maagicomponents at those frequencies to
the central data repository where normalized mddgpes of the structure are estimated.
This approach is inherently decentralized and wseited for the distributed computing
paradigm offered by the embedded algorithm. Itls® @ power-efficient approach as the
long records of time-history data do not need toMielessly transmitted; rather, only the
estimated imaginary components of the FRFs at sacbor location are transmitted.

Field experimental studies — Wuyuan Bridge

Field experimental studies provide a more realigtay to assess the performance of the wireless
monitoring system. The wireless sensing systemstlled upon the Wuyuan steel arch bridge. The
bridge shown in Figure 5 is a half-through baskpetarch bridge. The main span is 210 m
long with the main deck supported by hangers from drched ribs. The wireless sensing
systems employs accelerometers to measure thealeatind transverse responses of the
bridge deck and the arched ribs, as indicated QyrEs 5.
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Figure. 6 Comparison of embedded and off-line FFTfcsensor at location #5

F - Embedded Off-line
requencies PP Results

Acceleration responses of the bridge under aml@raitation are recorded by the wireless
sensing system. Then, the frequency spectra acalasdd by the embedded FFT algorithm
in the sensors. For validation of the embedded &lgorithm, the raw time histories of the
acceleration response collected by the individuékiare also transmitted to the central data
server and transferred to frequency domain by MABLAs shown in Figure 6, the online
FFT and offline FFT spectrum are nearly identicéghvenly minor discrepancies evident at
the lower frequencies.

Bridge cable forces are an important parametetudysfor the assessment of bridge safety.
Some techniques have been developed for the measotref bridge steel cable forces. For
bridges in service, steel cable forces are usuabyitored by the technique based on the
vibration frequencies of cable®yssell and Lardnerl998). Based on the analysis of the
transverse vibration of a steel cable, forGesn a steel cable can be approximated by

2
T=amR 1 )
k2

wherel andm are the length and the mass per unit length ot#ide, respectively, arfdis

the k" modal frequency of the cable. Therefore, cabledsrcan be estimated once the
vibration frequencies of cables are identified. eDio the efficient computing approach

offered by the embedded FFT and PP algorithms, misdguencies of a cable can be

identified in-situ.  With this in mind, an accelereter is interfaced to the wireless sensor
unit and is attached to a hanger of the bridge uadwient vibration for measurement of

cable forces, as shown in Figure 7.
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Figure 8. Frequency spectrum of the vibration of danger

Only the estimated modal frequencies of the catddransmitted to the central station. The
results are shown in the second column of TabAtBough the embedded PP algorithm has
been modified to capture low peaks, the amplitufieghe peak at the first two modal
frequencies are still too small to be identifiedtbg automated algorithm. This is because
the accelerometer is attached near the end ofahgehn, so the amplitudes corresponding to
the lower frequencies are small.

To validate the accuracy of the identified modabfrencies by the embedded PP algorithm,
the recorded time-history data by the sensing argtwirelessly transmitted to the central

data repository where offline FFT and the SSI atbors are applied to the data. The

frequency spectrum is shown in Figure 8 and theahbeéquencies identified by SSI are

shown in the third column of Table 3. From the digeside comparison, it is evident that

the embedded PP algorithm can identify the vibrafrequencies of the cable accurately.
With modal frequencies calculated, the force in tdable can be estimated based on
frequency method as indicated by Eq. (2).

Conclusions

In this paper, two embedded engineering algoriththe, fast Fourier transform and
peak-picking algorithms are implemented in an agadewireless sensor prototype and
validated by laboratory and field experimental stadlIt is shown that the frequency spectra
calculated by the embedded FFT are accurate in thettiaboratory and field studies. The
embedded PP algorithm provides a simple and poaeng approach for the estimation of
modal frequencies and mode shapes of structuresinltalso be used to measure forces in
bridge cables in a power-efficient manner. Compariwith the results obtained by off-line
engineering analysis of the transmitted time-hijstata validates the effectiveness of the
two embedded algorithms. Thus, self-interrogatidn nteasurement data by the two
embedded algorithms greatly reduces the amountiaf t be transmitted by the wireless
sensor network. Integrating embedded algorithmshén powerful computational cores of
wireless sensors can be used for efficient ideatiion of modal properties of structures.
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